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Plan of talk

* Introduction to the mixed Gaussian-lognormal Distribution
* Properties of the mixed distribution

* Plots of the mixed distributions
* Applying the mixed distribution to a variational formulation

* Application of the mixed distribution to microwave brightness
temperature based temperature-humidity retrievals

* Comparison with Gaussian and the logarithmic transform approach.
* Lognormal based quality control measures.
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Mixed Gaussian-Lognormal
distribution
Theemikedt d siniibwition i its hivariate formulation is definedl by

MX (g, K, 96, 0L Prpx ) .
— Ug _1 X1 — Ug
’{ (ln Xy — ,uL) Zmx (ln Xy — ,uL)}

Where = /—lzmx 12,

Where

Note that the \®rianeq of M}fé ﬁgnrmal gcg)r}%gh’elﬁlt)fﬂ/)lth respect to,

and that the covaria QQ‘BQ{W lér%(zawe d/a‘ﬂlgsqghxép\d the lognormal

%W&%ﬁbggﬁgslgg @B%@Vgéén%ll\%gnormal component is with respect to
, he

covariance between the Gaussian and the
lognormal random varlables is between X;and In X, .

exp

Connecting Models and Observations



Connecting Models and Observations

Properties of the Mixed

Distribution
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Plots of the Mixed Distribution
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Plots of the Mixed Distribution
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Applving the Mixed Distribution
to VAR
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Applving the Mixed Distribution
to VAR
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Applving the Mixed Distribution
to VAR
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Application of the Mixed
Distribution

The CIRA 1-Dimensional Optimal Estimator (C1DOE) is a 1DVAR retrieval
system for mixing-ratio and temperature from microwave brightness
temperatures. Its original version is a Gaussian fits all formulation.

We have now implemented the mixed distribution approach where we

are assuming lognormal errors for the mixing-ratio, and Gaussian for
the temperature.

Along with the mixed distribution and Gaussian fits all approaches we

have also implemented the logarithmic transform approach for mixing-
ratio (Kliewer et al 2016).



Application of the Mixed
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Application of the Mixed

Average Final Innovation
T L R T
0.5 ---Gaussian
~-Transform
— Mixed
0 l."-!
it
L3 Al
0.5 P o
i \ T ]
i 1 i 1
[ \ s 1| A
] N =
=1} : ‘i ' : n l"l ‘i
1 [ 5 F i [
P 1 AN A i
li‘ ' ) ot ! e “ 'l [ HE [
] . Ny [ [} [] T [ . % (]
-1.5 lj “ r!!l [ i : : l . "I i-. ; ! “ Lo [ : !t T
;o i A " " i - ' dow G ke g Y
i = 3 I3 A [ L i S ' i 1 ' ' ' Ve o A Tl
I 1 P n "t It ) iy TR [N L7y : ! ! 4 e o X v !
2L A T i 'y FaNfe o\ fa P 5 4 oo O L v
i i iw AL aNJa PN AN Al E M R i e VoY, |
H voroa Y L ;o v T AT N | T LR B BN L G S
1 1 .‘ ] [} L) I -| [ ‘ '* 1 ! ] l L) ) : ! |h|i ! " J f ‘I 4 by £ L "' !
vf [ (. [ v ! Lt L] VoA Y g o, Lo :' v Nk » 4
-2.51- ! T Vi W 1 ! V! AR S U S S R MR | RS T v 34
- . [ ] v i S i ! i opv g ,"'t,'r 5 S o
£ T ' [ a v At y ooty e Y K ‘1 4 v
v A i 7 Y P i ! t oy, VT
\ \ ) ] Y 1 A LI 1 T
A U FA T A T e Nt LR ¥r %
=3[ b 7 ‘i L e £ 0 £ ‘\ :‘ ‘i’ ] ?-' ‘: 1
\’J \‘ " ‘\ " \‘ '3 'l‘ : o |‘, :
b A I LI}
r l‘ '! l..r
-3.5 I I I O B " A O A I I I N [ N N Y N N N
1 Sept 2 Sept 3 Sept 4 Sept 5 Sept 6 Sept 7Sept 8Sept 9 Sept0 Sept
Date
@IRA o

Munich, 5-9 March 2018 L




Lognormal Based Quality
Control Measures
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Lognormal Based Quality

Cantfral Manciivrae
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Lognormal Based Quality
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random number generator
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Conclusions and Further Work

* Have presented a multivariate PDF that is a models the behavior of
Gaussian and lognormal random variables simultaneously.

* Have shown that the Gaussian component of the mode of the
distribution is a function of the covariances between the Gaussian
and lognormal random variables.

* Presented results of applying the mixed distribution in a 1DVAR
retrieval system, and compared its performance against Gaussian fits
all and the logarithmic approach.

* Have presented some early ideas for the equivalent of the gross error

GIRA check for lognormally distributed observation errors.



Conclusions and Further Work

* To develop the hybrid version of the mixed distribution based
variational data assimilation

* Deve

* Deve
distri

op the buddy check and variational quality control measures
op non-Gaussian detect algorithm to make the mixed

pution dynamically based.

* Implement the mixed distribution into the WRF-GSI for both the static
and hybrid formulations.
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